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1
ERROR CORRECTION AND DETECTION IN
A REDUNDANT MEMORY SYSTEM

BACKGROUND OF THE INVENTION

This invention relates generally to computer memory and
more particularly, to error detection and correction in a redun-
dant memory system.

Memory device densities have continued to grow as com-
puter systems have become more powerful. With the increase
in density comes an increased probability of encountering a
memory failure during normal system operations. Techniques
to detect and correct bit errors have evolved into an elaborate
science over the past several decades. Perhaps the most basic
detection technique is the generation of odd or even parity
where the number of 1°s or 0’s in a data word are “exclusive
or-ed” (XOR-ed) together to produce a parity bit. If there is a
single error present in the data word during a read operation,
it can be detected by regenerating parity from the data and
then checking to see that it matches the stored (originally
generated) parity.

Richard Hamming recognized that the parity technique
could be extended to not only detect errors, but to also correct
errors by appending an XOR field, an error correction code
(ECC) field, to each data, or code, word. The ECC field is a
combination of different bits in the word XOR-ed together so
that some number of errors can be detected, pinpointed, and
corrected. The number of errors that can be detected, pin-
pointed, and corrected is related to the length of the ECC field
appended to the data word. ECC techniques have been used to
improve availability of storage systems by correcting
memory device (e.g., dynamic random access memory or
“DRAM?”) failures so that customers do not experience data
loss or data integrity issues due to failure of a memory device.

Redundant array of independent memory (RAIM) systems
have been developed to improve performance and/or to
increase the availability of storage systems. RAIM distributes
data across several independent memory modules (each
memory module contains one or more memory devices).
There are many different RAIM schemes that have been
developed each having different characteristics, and different
pros and cons associated with them. Performance, availabil-
ity, and utilization/efficiency (the percentage of the disks that
actually hold customer data) are perhaps the most important.
The tradeoffs associated with various schemes have to be
carefully considered because improvements in one attribute
can often result in reductions in another.

BRIEF SUMMARY OF THE INVENTION

An embodiment is a memory system that includes a
memory controller; a plurality of memory channels in com-
munication with the memory controller, the memory chan-
nels including a plurality of memory devices; a cyclical
redundancy code (CRC) mechanism for detecting that one of
the memory channels has failed, and for marking the memory
channel as a failing memory channel; and an error correction
code (ECC) mechanism. The ECC is configured for ignoring
the marked memory channel and for detecting and correcting
additional memory device failures on memory devices
located on one or more of the other memory channels, thereby
allowing the memory system to continue to run unimpaired in
the presence of the memory channel failure.

Another embodiment is a computer implemented method
that includes detecting that a memory channel has failed, the
detecting in response to a CRC, the memory channel one of a
plurality of memory channels in communication with a
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memory controller, each memory channel including one or
more memory devices. The method also includes marking the
memory channel as a failing memory channel; and detecting
and correcting additional memory device failures on memory
devices located on or more of the other memory channels, the
detecting and correcting responsive to the marking and to an
ECC.

A further embodiment is a memory controller that includes
aninterface to a plurality of memory channels, the modules in
communication with a plurality of memory devices. The
memory controller also includes a CRC mechanism for
detecting that one of the memory channels has failed, and for
marking the memory channel as a failing memory channel;
and an ECC mechanism for ignoring the marked channel and
for detecting and correcting additional memory device fail-
ures on memory devices located on one or more of the other
memory channels, thereby allowing the memory system to
continue to run unimpaired in the presence of the memory
channel failure.

BRIEF DESCRIPTION OF THE DRAWINGS

Referring now to the drawings wherein like elements are
numbered alike in the several FIGURES:

FIG. 1 is a block diagram of a cascaded interconnect
memory system that may be implemented by an exemplary
embodiment;

FIG. 2 depicts packet configurations with bus cyclical
redundancy code (CRC) protection that may be implemented
as an exemplary embodiment;

FIG. 3 is a block diagram of a redundant array of a inde-
pendent memory (RAIM) store path that implements both
error correction code (ECC) and channel CRC that may be
implemented by an exemplary embodiment;

FIG. 4 is a block diagram of'a RAIM store path that imple-
ments both ECC and channel CRC that may be implemented
by an exemplary embodiment;

FIG. 5 is a block diagram of a RAIM fetch path that
implements both ECC and channel CRC that may be imple-
mented by an exemplary embodiment; and

FIG. 6 depicts a table of error coverage of exemplary
embodiments.

DETAILED DESCRIPTION OF EXEMPLARY
EMBODIMENTS

An exemplary embodiment of the present invention pro-
vides improved data protection in a redundant array of inde-
pendent memory (RAIM) system by using both a cyclical
redundancy code (CRC) to detect and mark failing channels
and a RAIM error correction code (ECC) to detect and correct
failing memory channels and devices. Using ECC by itself in
an exemplary RAIM system does not allow for correction of
anewly detected memory device error when there is an exist-
ing but unmarked memory device or channel failure when the
new error is detected. CRC can be used for error detection in
a memory system, however CRC does not perform any error
correction and invokes retries when an error is detected. An
exemplary embodiment uses channel CRC information to
effectively improve the number of errors that can be corrected
and detected in an ECC RAIM system.

As used herein, the term “memory channel” refers to a
logical entity that is attached to a memory controller and
which connects and communicates to registers, memory buft-
ers and memory devices. Thus, for example, in a cascaded
memory module configuration a memory channel would
comprise the connection means from a memory controller to
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a first memory module, the connection means from the first
memory module to a second memory module, and all inter-
mediate memory buffers, etc. As used herein, the term “chan-
nel failure” refers to any event that can result in corrupted data
appearing in the interface of a memory controller to the
memory channel. This failure could be, for example, in a
communication bus (e.g., electrical, and optical) or in a
device that is used as an intermediate medium for buffering
data to be conveyed from memory devices through a commu-
nication bus, such as a memory hub device. The CRC referred
to herein is calculated for data retrieved from the memory
chips (also referred to herein as memory devices) and
checked at the memory controller. In the case that the check
does not pass, it is then known that a channel failure has
occurred. An exemplary embodiment described herein
applies to both the settings in which a memory buffer or hub
device that computes the CRC is incorporated physically in a
memory module as well as to configurations in which the
memory buffer or hub device is incorporated to the system
outside of the memory module.

An exemplary embodiment combines the capabilities of
ECC and CRC to detect and correct additional memory
device failures occurring coincident with a memory channel
failure. An exemplary embodiment includes a five channel
RAIM that implements channel CRC to apply temporary
marks to failing channels. In an exemplary embodiment, the
data are stored into all five channels and the data are fetched
from all five channels, with the CRC being used to check the
local channel interfaces between a memory controller and
cascaded memory modules. In the case of fetch data, ifa CRC
error is detected on the fetch (upstream), the detected CRC
error is used to mark the channel with the error, thus allowing
better protection/correction of the fetched data. An exemplary
embodiment eliminates the retry typically required on fetches
when errors are detected, and allows bad channels to be
corrected on the fly without the latency cost associated with a
retry. An exemplary embodiment as described herein can be
used to detect and correct one failing memory channel coin-
cident with up to two memory device failures occurring on
one or two of the other memory modules (or channels).

FIG. 1 is a block diagram of a cascade interconnect
memory system that may be implemented by an exemplary
embodiment. The memory system depicted in FIG. 1 includes
multiple independent cascade interconnected memory inter-
face busses 106 that are logically aggregated together to oper-
ate in unison to support a single independent access request
from a memory controller 110. The servicing of the single
independent access request includes data and error detection/
correction information distributed or “striped” across the par-
allel memory interface busses 106 and associated memory
devices located on the memory modules 102. An embodiment
also includes CRC error detection being performed on data
being transferred on the memory interface busses 106
between the memory controller 110 and the memory modules
102.

As shown in the embodiment depicted in FIG. 1, the
memory controller 110 attaches to five narrow/high speed
point-to-point memory interface busses 106, with each
memory interface bus 106 connecting one of five memory
controller interface channels to a cascade interconnect
memory module 102 (or memory subsystem). In an exem-
plary embodiment, each memory module 102 includes at
least one hub device and one or more memory devices. As
depicted in FIG. 1, the memory interface busses 106 operate
in unison to support an access request from the memory
controller 110. In an exemplary embodiment, there may exist
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4

a multiplicity of outstanding fetch and store requests to the
multiple cascades in the memory subsystem.

Each memory interface bus 106 in the embodiment
depicted in FIG. 1 includes an upstream bus 108 and a down-
stream bus 104. One of the functions provided by the memory
modules 102 (e.g., a hub device located on the memory mod-
ule 102) is a re-drive function to send signals on the upstream
bus 108 to the memory controller 110 or on the downstream
bus 104 to other memory modules 102. In an exemplary
embodiment, up to two memory modules 102 are cascade
connected to each memory interface bus 106. In an exemplary
embodiment, the memory interface bus 106 is implemented
using differential clock and data signals (i.e., each clock and
data signal requires two wires). In an exemplary embodiment,
the downstream bus 104 includes thirty-two wires to support:
one clock signal, thirteen data/command signals (or bits), one
spare clock lane, and one spare data/command lane. In this
embodiment, each data packet is transferred over the down-
stream bus 104 in twelve beats and includes eighteen CRC
bits. In an exemplary embodiment, the upstream bus 108
includes forty-six wires to support: one clock signal, twenty
data/command signals, one spare clock lane, and one spare
data/command lane. In this embodiment, each data packet is
transferred over the upstream bus 108 in eight beats and
includes sixteen CRC bits.

As used herein, the term “RAIM” refers to redundant
arrays of independent memory modules (e.g., dual in-line
memory modules or “DIMMs). In a RAIM system, if one of
the memory channels fails (e.g, a memory module in the
channel), the redundancy allows the memory system to use
data from one or more of the other memory channels to
reconstruct the data stored on the memory module(s) in the
failing channel. The reconstruction is also referred to as error
correction. As used herein, the terns “RAIM” and “redundant
arrays of independent disk” or “RAID” are used interchange-
ably.

Inanexemplary embodiment, the memory system depicted
in FIG. 1 is a RAIM memory system and the five channels are
lock step channels (i.e., the five memory interface busses 106
are accessed in unison with each other). In an exemplary
embodiment, the RAIM system depicted in FIG. 1 is imple-
mented using a RAIM ECC code such as that described in
commonly assigned U.S. patent application Ser No. 12/822,
469, entitled “Error Correction and Detection in a Redundant
Memory System” filed on Jun. 24, 2010, which is incorpo-
rated by reference herein in its entirety. The RAIM ECC in
this implementation has the property that one of the channel’s
data is the bitwise XOR of the other four channel’s data.
Additional checks are included in order to correct for addi-
tional errors. A summary of the properties of the code can be
found in the table in FIG. 6, described herein below. As used
herein, the term “mark” refers to is an indication given to an
ECC that a particular symbol or set of symbols of a read word
are suspected to be faulty. The ECC can then use this infor-
mation to enhance it’s error correction properties.

As it can be seen from the table in FIG. 6, when a channel
mark is placed, the RAIM ECC can correct at least one
unknown bit error (and sometimes an entire unknown chip
error), depending on how many additional chip marks (sus-
pected chip errors) are in place. However, without a channel
mark, a pattern with a channel error and a single bit error in
another channel will cause an uncorrectable error. In accor-
dance with an exemplary embodiment, if the error is caught
by the channel CRC, then a temporary mark can be placed
which will allow the RAIM ECC to correct additional pos-
sible errors. Memory channel failure may require replace-
ment, but the integrity ofthe concurrently accessed data is not
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destroyed (i.e., the error is a correctable error or a “CE”) by
the failure of a single memory channel. Upon memory chan-
nel failure, any subsequent reads are calculated from the
distributed parity such that the memory channel failure is
masked from the end user (i.e., the marked memory channel
is ignored).

As used herein, the term “correctable error” or “CE” refers
to an error that can be corrected while the system is opera-
tional, and thus a CE does not cause a system outage. As used
herein, the term “uncorrectable error” or “UE” refers to an
error that cannot be corrected while the memory system is
operational, and thus correction of a UE causes the memory
system to be off-line for some period of time while the cause
of the UE is being corrected (e.g., by replacing a memory
device, by replacing amemory module, recalibrating an inter-
face).

As used herein, the term “coincident” refers to the occur-
rence of two (or more) error patterns or error conditions that
overlap each other in time. In one example, a CE occurs and
then later in time, before the first CE can be repaired, a second
failure occurs. The first and second failure are said to be
coincident. Repair times are always greater than zero and the
longer the repair time, the more likely it would be to have a
second failure occur coincident with the first. Some contem-
porary systems attempt to handle multiple failing devices by
requiring sparing a first device or module. This may require
substantially longer repair times than simply using marking,
as provided by exemplary embodiments described herein.
Before a second failure is identified, exemplary embodiments
provide forimmediate correction of a memory channel failure
using marking, thus allowing an additional correction of a
second failure. Once a memory channel failure is identified,
an exemplary embodiment provides correction of the
memory channel failure, up to two marked additional
memory devices and a new single bit error. If the system has
at most one marked memory device together with the marked
channel, then an entire new chip error can be corrected. The
words “memory channel failure” utilized herein, includes
failures of the communication medium that conveys the data
from the memory modules 102 to the memory controller 110
(i.e., a memory interface bus 106), in addition to possible
memory hub devices and registers.

FIG. 2 depicts packet configurations that may be imple-
mented in an exemplary embodiment. An exemplary down-
stream frame 202 sent (e.g., from the memory controller 110)
via the downstream bus 104 is depicted in FIG. 2. The down-
stream frame 202 includes 138 bits of data and 18 bits of CRC
generated in twelve beat packets. Other frame sizes, CRC and
data bit placements, and number of beats per frame may be
implemented by exemplary embodiments. For example, the
CRC bits may be located in a different block within the
downstream frame 202, have different placement within a
block and/or span more than one block in the downstream
framed 202. An exemplary upstream frame 204 received from
amemory module 102 via the upstream bus 108 is depicted in
FIG. 2 and includes 144 bits of data and 16 CRC bits gener-
ated in eight beat packets. Each upstream frame 204 is made
up of eighteen bytes of read data. Ninety bytes in total are read
in parallel, with each memory module 102 providing eighteen
bytes of read data. Other frame sizes, CRC and data bit
placements, and number of beats per frame may be imple-
mented by exemplary embodiments.

FIG. 3 is a block diagram of a RAIM store path that imple-
ments a combination of ECC and channel CRC that may be
implemented by an exemplary embodiment. In an exemplary
embodiment, the store path is implemented by hardware and/
or software located on the memory controller 110. In addi-
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tion, the store path may be implemented by hardware and/or
software instructions located on a memory module 102 (e.g.,
in a hub device on the memory module). The RAIM configu-
ration depicted in FIG. 3, which includes a memory channel
that is dedicated to storing parity information, has some simi-
larities to a RAID 3 configuration (i.e., striped disks with
dedicated parity), although as described earlier in reference to
FIG.1,aRAIM ECC code may be implemetned that includes
additional checks that are stored that allow for functionality
well beyond the RAID 3 capabilities. As depicted in FIG. 3,
data from the five channels are combined in a way that pro-
tects data against loss of any one memory channel (e.g., a
memory module 102).

In the RAIM store path depicted in FIG. 3, the ECC gen-
erator 304 receives store data 302 and outputs four groupings
of channel data 306 that include ECC checkbits. The channel
data 306 are input to individual CRC generators 312 and are
also input to a RAIM parity generator 308 that outputs RAIM
parity bits as channel data 310. The combination of the ECC
checkbits and the RAIM parity bits described above are the
overall checkbits of the RAIM ECC. The channel data 306
310 are input to the CRC generators 312 to generate CRC bits
for the channel data 306 310. Output from the CRC genera-
tors 312 (including CRC and data bits) are then output to the
downstream bus 104 (or channel) for transmission to the
memory modules 102. As shown in FIG. 3, the data being
stored on the memory modules 102 are supplemented by both
ECC and CRC bits. In an exemplary embodiment, the output
from each of the CRC generators 312 is formatted as a down-
stream frame 202 such as the one depicted in FIG. 2.

FIG. 4 is a block diagram of'a RAIM store path that imple-
ments a combination of ECC and channel CRC that may be
implemented by an exemplary embodiment. In an exemplary
embodiment, the store path is implemented by hardware and/
or software located on the memory controller 110. In addi-
tion, the store path may be implemented by hardware and/or
software instructions located on a memory module 102 (e.g.,
in a hub device on the memory module). The RAIM configu-
ration depicted in FIG. 4, is a derivative of a RAID 3 configu-
ration except that there are additional checks stored on each
channel computed when the RAIM ECC code described
above with reference to FIG. 1is implemented. As depicted in
FIG. 4, data from the five channels are combined in a way that
protects data against loss of any one memory channel.

In the RAIM store path depicted in FIG. 4, the ECC gen-
erator 404 receives store data 402 and outputs five groupings
of channel data 406 that include ECC checkbits. The channel
data 406 are input to individual CRC generators 408 to gen-
erate CRC bits for the channel data 406. Output from the CRC
generators 408 (including CRC and data and ECC bits) are
then output to the downstream bus 104 (or channel) for trans-
mission to the memory modules 102. As shown in FIG. 4, the
data being stored on the memory modules 102 are supple-
mented by both ECC and CRC bits. In an exemplary embodi-
ment, the output from each of the CRC generators 408 is
formatted as a downstream frame 202 such as the one
depicted in FIG. 2.

FIG. 5 is a block diagram of a RAIM fetch path that
implements both ECC and channel CRC that may be imple-
mented by an exemplary embodiment. In an exemplary
embodiment, the fetch path is implemented by hardware and/
or software located on the memory controller 110. In addi-
tion, the fetch path may be implemented by hardware and/or
software instructions located on a memory module 102 (e.g.,
in a hub device on the memory module). As shown in FIG. 5,
the RAIM fetch path includes receiving data on the upstream
bus 108. In an exemplary embodiment, the data received on
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the upstream bus 108 is an upstream frame 204 such as the one
depicted in FIG. 2. The CRC checker 510 depicted in FIG. 5
is utilized to detect a channel error, and to temporarily mark a
failing channel.

Output from the CRC checkers 510 are the channel data
502 that include data and ECC bits that were generated by an
ECC generator, such as ECC generator 404 depicted in FIG.
4.The channel data 502 are inputto RAIM ECC decoder logic
504 where channel data 502 are analyzed for errors which
may be detected and corrected using the RAIM ECC and the
temporary CRC marking on a failing channel (if a failing
channel is detected by any of the CRC checkers 510). Output
from the RAIM ECC decoder logic 504 are the corrected data
506 (in this example 64 bytes of corrected data) and an ECC
status 508. If CRC errors were detected by CRC checkers
510, then recovery logic 512 is invoked to recover any out-
standing stores and to repair any downstream bus 104 and
upstream bus 108 lanes. In an exemplary embodiment, the
recovery logic 512 performs a retry of stores and/or fetches
where errors have been identified. Exemplary embodiments
provide the ability to have soft errors present (e.g., failing
memory devices) and also channel failures or other internal
errors without getting UEs.

FIG. 6 depicts a table of error coverage of exemplary
embodiments Notice that, in the absence of any channel
marks, all single or multiple bit chip errors isolated to a single
channel are always 100% correctable, whether there are
single or double DRAM chip marks. However, if a single
channel error occurs and another channel has an error (for
example a single bit or single chip error), the error is normally
deemed UE. However, an exemplary embodiment of the
invention will treat a CRC error in a single channel as a
temporary channel mark, thus allowing the second bit or chip
to be fully correctable. For example, an exemplary embodi-
ment has interface logic that allows for scrambling and
descrambling logic such as that shown in United States Patent
Publication Number US20060193395A1, titled “Combined
Alignment Scrambler Function for Flastic Interface”. If there
is a clock error in one channel and a DRAM error in another
channel, this would normally cause data from two or more
DRAMs in different channels to be in error. This error con-
dition would be a UE as depicted by the table in FIG. 6 (no
marks and 2 chips, different DIMMs) in the 5% row and first
column of'the table in FIG. 6. However, the clock error would
also cause CRC errors (because of the said scrambler func-
tion) and would cause a channel mark for the channel which
had a clock error. Therefore, an exemplary embodiment
would yield a CE (DIMM Marked and 1 Chip) for the case of
a clock error in one channel and a DRAM error in another
channel as depicted in the 2% and 3" rows and 4” column of
the table in FIG. 6.

Exemplary embodiments also provide CRC detection and
isolation to channel interfaces. When CRC errors are detected
on a channel, the bad channel is temporarily marked to help
protect against channel errors. This marking allows the ECC
to better correct against other errors. For example, a new chip
error may be present in the data fetched in a channel other
than the one with a CRC error and if up to one chip mark is
placed, then this new chip error is fully correctable. This
means that fetch data can continue to be fetched while getting
corrected back to the system, even in light of a bad channel.

Even without the presence of CRC errors, the RAIM ECC
code can correct channel and chip failures. For instance,
assume that there were several bad stores to memory within
the DRAMSs. When this data is fetched, good CRC gets gen-
erated, so CRC errors will not be present. However, the ECC
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will detect and correct single channel errors, even if the errors
are in the DRAMs themselves.

The RAIM ECC code supports incorporating a special
uncorrectable error (SPUE) signature into an encoded data
packet so that in the absence of new errors, and irrespective of
the chip and channel marking state and the errors in the
marked chips/channel, the SPUE is still detectable as a SPUE.
Even if there are a large number of errors on top of the
codeword, the data will still be flagged as a UE. This is
necessary to protect against UE data that has to be stored to
memory to keep soft errors from having that data appear good
(i.e. Clean or CE).

Technical effects and benefits include the ability to run a
memory system in an unimpaired state in the presence of a
memory channel failure occurring coincident with up to two
additional memory device failures. This may lead to signifi-
cant improvements in memory system availability and ser-
viceability.

The terminology used herein is for the purpose of describ-
ing particular embodiments only and is not intended to be
limiting of the invention. As used herein, the singular forms
“a”, “an” and “the” are intended to include the plural forms as
well, unless the context clearly indicates otherwise. It will be
further understood that the terms “comprises” and/or “com-
prising,” when used in this specification, specify the presence
of stated features, integers, steps, operations, elements, and/
or components, but do not preclude the presence or addition
of one or more other features, integers, steps, operations,
elements, components, and/or groups thereof.

The corresponding structures, materials, acts, and equiva-
lents of all means or step plus function elements in the claims
below are intended to include any structure, material, or act
for performing the function in combination with other
claimed elements as specifically claimed. The description of
the present invention has been presented for purposes of
illustration and description, but is not intended to be exhaus-
tive or limited to the invention in the form disclosed. Many
modifications and variations will be apparent to those of
ordinary skill in the art without departing from the scope and
spirit of the invention. The embodiment was chosen and
described in order to best explain the principles of the inven-
tion and the practical application, and to enable others of
ordinary skill in the art to understand the invention for various
embodiments with various modifications as are suited to the
particular use contemplated.

As will be appreciated by one skilled in the art, aspects of
the present invention may be embodied as a system, method
or computer program product. Accordingly, aspects of the
present invention may take the form of an entirely hardware
embodiment, an entirely software embodiment (including
firmware, resident software, micro-code, etc.) or an embodi-
ment combining software and hardware aspects that may all
generally be referred to herein as a “circuit,” “module” or
“system.” Furthermore, aspects of the present invention may
take the form of a computer program product embodied in one
ormore computer readable medium(s) having computer read-
able program code embodied thereon.

Any combination of one or more computer readable medi-
um(s) may be utilized. The computer readable medium may
be a computer readable signal medium or a computer read-
able storage medium. A computer readable storage medium
may be, for example, but not limited to, an electronic, mag-
netic, optical, electromagnetic, infrared, or semiconductor
system, apparatus, or device, or any suitable combination of
the foregoing. More specific examples (a non-exhaustive list)
of the computer readable storage medium would include the
following: an electrical connection having one or more wires,
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a portable computer diskette, a hard disk, a random access
memory (RAM), a read-only memory (ROM), an erasable
programmable read-only memory (EPROM or Flash
memory), an optical fiber, a portable compact disc read-only
memory (CD-ROM), an optical storage device, a magnetic
storage device, or any suitable combination of the foregoing.
In the context of this document, a computer readable storage
medium may be any tangible medium that can contain, or
store a program for use by or in connection with an instruction
execution system, apparatus, or device.

A computer readable signal medium may include a propa-
gated data signal with computer readable program code
embodied therein, for example, in baseband or as part of a
carrier wave. Such a propagated signal may take any of a
variety of forms, including, but not limited to, electro-mag-
netic, optical, or any suitable combination thereof. A com-
puter readable signal medium may be any computer readable
medium that is not a computer readable storage medium and
that can communicate, propagate, or transport a program for
use by or in connection with an instruction execution system,
apparatus, or device.

Program code embodied on a computer readable medium
may be transmitted using any appropriate medium, including
but not limited to wireless, wireline, optical fiber cable, RF,
etc., or any suitable combination of the foregoing.

Computer program code for carrying out operations for
aspects of the present invention may be written in any com-
bination of one or more programming languages, including
an object oriented programming language such as Java,
Smalltalk, C++ or the like and conventional procedural pro-
gramming languages, such as the “C” programming language
or similar programming languages. The program code may
execute entirely on the user’s computer, partly on the user’s
computer, as a stand-alone software package, partly on the
user’s computer and partly on a remote computer or entirely
on the remote computer or server. In the latter scenario, the
remote computer may be connected to the user’s computer
through any type of network, including a local area network
(LAN) or a wide area network (WAN), or the connection may
be made to an external computer (for example, through the
Internet using an Internet Service Provider).

Aspects of the present invention are described above with
reference to flowchart illustrations and/or block diagrams of
methods, apparatus (systems) and computer program prod-
ucts according to embodiments of the invention. It will be
understood that each block of the flowchart illustrations and/
or block diagrams, and combinations of blocks in the flow-
chart illustrations and/or block diagrams, can be imple-
mented by computer program instructions. These computer
program instructions may be provided to a processor of a
general purpose computer, special purpose computer, or other
programmable data processing apparatus to produce a
machine, such that the instructions, which execute via the
processor of the computer or other programmable data pro-
cessing apparatus, create means for implementing the func-
tions/acts specified in the flowchart and/or block diagram
block or blocks.

These computer program instructions may also be stored in
a computer readable medium that can direct a computer, other
programmable data processing apparatus, or other devices to
function in a particular manner, such that the instructions
stored in the computer readable medium produce an article of
manufacture including instructions which implement the
function/act specified in the flowchart and/or block diagram
block or blocks.

The computer program instructions may also be loaded
onto a computer, other programmable data processing appa-
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ratus, or other devices to cause a series of operational steps to
be performed on the computer, other programmable appara-
tus or other devices to produce a computer implemented
process such that the instructions which execute on the com-
puter or other programmable apparatus provide processes for
implementing the functions/acts specified in the flowchart
and/or block diagram block or blocks.

As described above, embodiments can be embodied in the
form of computer-implemented processes and apparatuses
for practicing those processes. In exemplary embodiments,
the invention is embodied in computer program code
executed by one or more network elements. Embodiments
include a computer program product on a computer usable
medium with computer program code logic containing
instructions embodied in tangible media as an article of
manufacture. Exemplary articles of manufacture for com-
puter usable medium may include floppy diskettes,
CD-ROMs, hard drives, universal serial bus (USB) flash
drives, or any other computer-readable storage medium,
wherein, when the computer program code logic is loaded
into and executed by a computer, the computer becomes an
apparatus for practicing the invention. Embodiments include
computer program code logic, for example, whether stored in
astorage medium, loaded into and/or executed by a computer,
or transmitted over some transmission medium, such as over
electrical wiring or cabling, through fiber optics, or via elec-
tromagnetic radiation, wherein, when the computer program
code logic is loaded into and executed by a computer, the
computer becomes an apparatus for practicing the invention.
When implemented on a general-purpose microprocessor, the
computer program code logic segments configure the micro-
processor to create specific logic circuits.

The flowchart and block diagrams in the Figures illustrate
the architecture, functionality, and operation of possible
implementations of systems, methods, and computer pro-
gram products according to various embodiments of the
present invention. In this regard, each block in the flowchart
or block diagrams may represent a module, segment, or por-
tion of code, which comprises one or more executable
instructions for implementing the specified logical function
(s). It should also be noted that, in some alternative imple-
mentations, the functions noted in the block may occur out of
the order noted in the figures. For example, two blocks shown
in succession may, in fact, be executed substantially concur-
rently, or the blocks may sometimes be executed in the reverse
order, depending upon the functionality involved. It will also
be noted that each block of the block diagrams and/or flow-
chart illustration, and combinations of blocks in the block
diagrams and/or flowchart illustration, can be implemented
by special purpose hardware-based systems that perform the
specified functions or acts, or combinations of special pur-
pose hardware and computer instructions.

The invention claimed is:

1. A memory system comprising:

a memory controller;

a plurality of memory channels in communication with the
memory controller, the memory channels comprising a
plurality of memory devices;

a cyclical redundancy code (CRC) mechanism for detect-
ing that one of the memory channels has failed, and for
marking the memory channel as a failing memory chan-
nel; and

an error correction code (ECC) mechanism for ignoring the
marked memory channel and for detecting and correct-
ing up to two additional memory device failures on
memory devices located on one or more of the other
memory channels, thereby allowing the memory system
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to continue to run unimpaired in the presence of the
memory channel failure and the up to two additional
memory device failures.

2. The memory system of claim 1, wherein the marking is
atemporary marking that is removed by the ECC mechanism
after the detecting and correcting are completed.

3. The memory system of claim 1, further comprising a
retry mechanism for removing the marking of the memory
channel and for retrying a memory operation.

4. The memory system of claim 1, wherein at least one of
the up to two additional memory device failures are coinci-
dent with the failing memory channel.

5. The memory system of claim 1, wherein two of the up to
two additional memory device failures are coincident with the
failing memory channel.

6. The memory system of claim 1, wherein the ECC
mechanism implements a redundant arrays of independent
disk three (RAID 3) ECC.

7. The memory system of claim 1, wherein the ECC
mechanism implements a redundant arrays of independent
disk four (RAID 4) ECC.

8. A computer implemented method comprising:

detecting that a memory channel has failed, the detecting in

response to a cyclical redundancy code (CRC), the
memory channel one of a plurality of memory channels
in communication with a memory controller, each
memory channel comprising one or more memory
devices;

marking the memory channel as a failing memory channel;

and

detecting and correcting up to two additional memory

device failures on memory devices located on or more of
the other memory channels, the detecting and correcting
responsive to the marking and to an error correction code
(ECO).

9. The method of claim 8, wherein the marking is a tem-
porary marking and the method further comprises removing
the marking after the detecting and correcting are completed.

10. The method of claim 8, further comprising:

removing the marking of the memory channel; and

retrying a memory operation.
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11. The method of claim 8, wherein at least one of the up to
two additional memory device failures are coincident with the
failing memory channel.

12. The method of claim 8, wherein two of the up to two
additional memory device failures are coincident with the
failing memory channel.

13. The method of claim 8, wherein the ECC is a redundant
arrays of independent disk three (RAID 3) ECC.

14. The method of claim 8, wherein the ECC is a redundant
arrays of independent disk four (RAID 4) ECC.

15. A memory controller comprising:

an interface to a plurality of memory channels, the modules

in communication with a plurality of memory devices;
and

a cyclical redundancy code (CRC) mechanism for detect-

ing that one of the memory channels has failed, and for
marking the memory channel as a failing memory chan-
nel; and

an error correction code (ECC) mechanism for ignoring the

marked memory channel and for detecting and correct-
ing up to two additional memory device failures on
memory devices located on one or more of the other
memory channels, thereby allowing the memory system
to continue to run unimpaired in the presence of the
memory channel failure and the up to two memory
device failures.

16. The memory controller of claim 15, wherein the mark-
ing is a temporary marking that is removed by the ECC
mechanism after the detecting and correcting are completed.

17. The memory controller of claim 15, further comprising
a retry mechanism for removing the marking of the memory
channel and for retrying a memory operation.

18. The memory controller of claim 15, wherein at least
one of the up to two additional memory device failures are
coincident with the failing memory channel.

19. The memory controller of claim 15, wherein two of the
up to two additional memory device failures are coincident
with the failing memory channel.

20. The memory controller of claim 15, wherein the ECC
mechanism implements a redundant arrays of independent
disk three (RAID 3) ECC or a redundant arrays of indepen-
dent disk four (RAID 4) ECC.
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